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This guide provides a short introduction to installation and initial configuration of
NTP Software QFS® for NAS, NetApp® Edition, from an administrator’s perspective.
Upon completion of the steps within this document, NTP Software QFS for NAS,
NetApp Edition will be installed within your enterprise community. This Installation
Guide applies to all NTP Software QFS for NAS, NetApp Filer® editions..
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Executive Summary

Thank you for your interest in NTP Software QFS® for NAS, NetApp® Edition. NTP Software
QFS controls storage for millions of users worldwide. NTP Software QFS for NAS, NetApp
Edition extends our best-of-breed technology to include the NetApp family of products,
allowing you to manage Windows® and NAS-hosted storage as a seamless whole.

Given the architecture of your Filer, NTP Software QFS for NAS, NetApp Edition does its
job remotely. Part of NTP Software QFS Family of Products, NTP Software QFS for NAS,
NetApp Edition uses a connector service to create a bridge and include Filers as full
participants in storage environments controlled by NTP Software QFS. In light of this fact,
you will need to install the NAS connector on one of the Windows Server® 2008, Windows
Server® 2008 R2, Windows Server® 2012, or Windows Server® 2016 machines in your
environment. This may be an existing server or workstation, or a standalone system.

To be managed by NTP Software QFS, version 6.5 or later (excluding versions7.1.x) of the
Data ONTAP® operating system is required on the Filer. If the QFS license key supports
NFS, the managed Filer ONTAP version need to be 7.3 or newer. If QFS is running on
Windows Server 2008 or newer, it is recommended to upgrade to ONTAP version 7.3.3 or
newer.

NTP Software QFS for NAS, NetApp Edition requires the Cluster mode NetApp Filer to run
Data ONTAP version 8.2 or later.

NTP Software QFS for NAS, NetApp Edition can be used to manage NetApp Filers, vFilers®,
and NetApp clusters or any combination of these systems. NTP Software QFS imposes no
restrictions on how you organize or manage your storage. You can impose policies on
individual directories, users, and/or groups of users.

NOTE: If you want to use email-based messaging and notifications, access to an email
server is required.

To install NTP Software QFS on Windows, a login with administrator rights is needed. You
will be installing four different services: the NTP Software Smart Policy Manager™ service,
the NTP Software QFS service, the NAS Connector, and the NTP Software QFS Watchdog
service.

The NTP Software Smart Policy Manager service should be installed with a domain user
account as its service account so that it can communicate with your mail system and other
storage servers with which it may share policies. The NTPSoftware QFS service requires a
domain user account with local administrative rights on the NetApp Filer. The NAS
Connector service uses this account as well.
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Your hardware should be appropriate for the services running on each machine. The
connector itself and NTP Software QFS for NAS, NetApp Edition impose almost no load.
on either machine.

Preparing the NetApp Filer

Preparing NetApp Filer for NTP Software QFS for NAS

NTP Software QFS for NAS, NetApp Edition requires the NetApp Filer to run Data ONTAP
version 6.5 or later (excluding versions 7.1.x). If the QFS license key supports NFS, the
managed Filer ONTAP version need to be 7.3 or newer. If QFS is running on Windows
Server 2008 or newer, it is recommended to upgrade to ONTAP version 7.3.3 or newer. If
your Filer is not running one of the supported versions, you must upgrade your operating
system before you proceed. (Please refer to your Network Appliance documentation for
instructions.)

The Data ONTAP 7.1 release family is currently not supported with fpolicy.

NTP Software QFS for NAS, NetApp Edition requires the Cluster mode NetApp Filer to run
Data ONTAP version 8.2 or later.

NOTE: In case NTP Software QFS for NAS, NetApp Edition is running on W2k8 Server
or W2k8R2 Server, the Filers’ hosts file needs to include the IP address and FQDN of
the machine running NTP Software QFS.

To insert the IP address and FQDN within the Filer's hosts file, perform the following steps:

1. Go to http://filername/na_admin
2. Click FilerView > Network > Manage Hosts File
3. Onthe Manage Hosts File page, click the Insert button.

4. On the Create a New/etc/hosts Line dialogue box, add in the IP, FQDN, and other
required data of the current NTP Software QFS server machine and then click Ok.

5. On the Manage Hosts File page, click the Apply button.
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Preparing NetApp Filer for NFSv4 Support

Although NTP Software QFS® does not install any components on the NetApp® server;
you will need to enable NFSv4 protocol in the Data ONTAP® and disable NFSv3 to prevent
its usage. Perform these steps:

1. Logon to the NetApp® server with an account that has administrative privileges.
2. To enable NFSv4 in the Data ONTAP®, enter the following command at the prompt:

options nfs.v4.enable on
options nfs.v4.id.domain localdomain

3. It is recommended to disable NFSv3 in the Data ONTAP® and keep only NFSv4
enabled. To do so, enter the following command:

options nfs.v3.enable off

4. Make sure the volumes and gtrees that will be accessed using the NFS protocol have
their security style set to mixed. To check that, enter the following command:

gtree status

The command should display something similar to the following:

Style Oplocks Status

mixed enabled normal

If the volume has a value under the Style column is ntfs or unix, proceed to step 5. If
the volume has a value under the Style column is mixed, skip step 5 and go directly to
the next section.

5. Enter the following command to set the security style to mixed (replace <path> with
the actual path, as /vol/vol0O for the example shown above:

gtree security <path> mixed
6. Open the exports file located inside the etc directory of your filer.

7. NFS exports are similar to CIFS shares. The exports file contains entries for NFS
exports. For every path you wish to export, add the following line to the end of the
exports file (where <path> is replaced with the actual path as in step 5):

<path> -sec=sys,rw,anon=0
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Preparing NetApp Filer for NFSv3 Support

Although NTP Software QFS® does not install any components on the NetApp® server;
you will need to enable NFSv3 protocol in the Data ONTAP® and disable NFSv4 to prevent
its usage. ONTAP 7.3.x or later is required for NFS support. Perform these steps:

1. Logon to the NetApp® server with an account that has administrative privileges.

2. Make sure NFSv3 is enabled in the Data ONTAP®, by entering the following command
at the prompt:

options nfs.v3.enable on

3. It is recommended to disable NFSv4 in the Data ONTAP® and keep only NFSv3
enabled. To do so, enter the following command:

options nfs.v4.enable off

4. Follow the steps 4 through 7 in the previous section (Preparing NetApp® Filer® for
NFSv4 Support).

NOTE: ONTAP 7.3.3 or later is required for NFS support.
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Preparing NetApp Filer for Unix-to-Windows User
Mapping

For NTP Software QFS® to work with NFS protocol, Unix users should be mapped to
corresponding Windows users. To do that, follow these steps:

1. Log on to the NetApp® server with an account that has administrative privileges and
type the following command at the prompt. This will make sure that if the filer fails to
map the operating user, their operation will be denied:

options nfs.require_valid_mapped_uid on

2. Ifyou have NIS or LDAP configured for your Unix users, skip to step 4. Otherwise, open
the passwd file located inside the etc directory of your filer.

3. The passwd file contains entries for all Unix users that will be accessing the filer. For
every Unix user, add the following entry to the end of the filer::

<unix_name>::<unix_uid>:<unix_gid>::/:

Example: Assume we have a Unix user with the name unixClient. This user has a UID
of value 1000 and a GID with a value 1000. The added entry should look as follows:

unixClient::1000:1000::/:
4. Open the usermap.cfg file located inside the etc directory of your filer.

5. The usermap.cfg file contains entries that specify the mappings desired for the
system. Each entry specifies a pair of Windows and Unix users, separated with a
mapping operator. Enter the desired mapping entries in the following format:

[<DOMAIN_NAME>\]<WINDOWS_NAME> <MAPPING_DIRECTION> <UNIX_NAME>

DOMAIN_NAME is the domain that the Windows user belongs to (optional).
WINDOWS_NAME is the account name of the Windows user.

UNIX_NAME is the name of the Unix user.

MAPPING_DIRECTION is either ==, => or <=, for bidirectional mapping, left-to-right
mapping and right-to-left mapping respectively.

Example: Assume we have a Unix user with the name unixClient, and we want to map
this Unix user to the Windows user windowsUser whose account belongs to the
myDomain domain. The mapping entry should look as follows:

myDomain\windowsUser == unixClient
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For more details about user mapping and its verification, please refer to the “Error!
eference source not found.” section.

IMPORTANT: For vFilers, the mapping configuration on the vFiler must be
identical to the mapping configuration on its host filer.

User Mapping Configuration

All Unix user should have corresponding mapping on the Windows domain for NTP
Software QFS® to work with the NFS protocol properly. Mapping entries are stored in the
usermap.cfg file on the filer. All Unix users included in the mapping mechanism should
have entries in the passwd file as well if you don’t have NIS or LDAP servers configured
for your Unix users (refer to the “Preparing NetApp Filer for NFSv3 Support

Although NTP Software QFS® does not install any components on the NetApp® server;
you will need to enable NFSv3 protocol in the Data ONTAP® and disable NFSv4 to
prevent its usage. ONTAP 7.3.x or later is required for NFS support. Perform these steps:

5. Logon to the NetApp® server with an account that has administrative privileges.

6. Make sure NFSv3 is enabled in the Data ONTAP®, by entering the following command
at the prompt:

options nfs.v3.enable on

7. It is recommended to disable NFSv4 in the Data ONTAP® and keep only NFSv3
enabled. To do so, enter the following command:

options nfs.v4.enable off

8. Follow the steps 4 through 7 in the previous section (Preparing NetApp® Filer® for
NFSv4 Support).

NOTE: ONTAP 7.3.3 or later is required for NFS support.
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Preparing NetApp Filer for Unix-to-Windows User Mapping” section for configuration
steps).

Default Mapping

Before configuring the mapping mechanism on the filer, it is better to configure (or disable)
the default filer mapping. When a mapping request comes in to the filer, it is first checked
against the NIS, LDAP or mapping files. If this fails, the request is checked against the
default filer mapping. If the latter fails, the request is allowed or denied based on the value
set for nfs.require_valid mapped uid (refer to the “Preparing NetApp Filer for NFSv3
Support

Although NTP Software QFS® does not install any components on the NetApp® server;
you will need to enable NFSv3 protocol in the Data ONTAP® and disable NFSv4 to
prevent its usage. ONTAP 7.3.x or later is required for NFS support. Perform these steps:

9. Logonto the NetApp® server with an account that has administrative privileges.

10. Make sure NFSv3 is enabled in the Data ONTAP®, by entering the following command
at the prompt:

options nfs.v3.enable on

11. 1t is recommended to disable NFSv4 in the Data ONTAP® and keep only NFSv3
enabled. To do so, enter the following command:

options nfs.v4.enable off

12. Follow the steps 4 through 7 in the previous section (Preparing NetApp® Filer® for
NFSv4 Support).

NOTE: ONTAP 7.3.3 or later is required for NFS support.
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Preparing NetApp Filer for Unix-to-Windows User Mapping” section for configuration
steps).

The default filer mapping is set using the following command:
options wafl.default_nt_user [<DOMAIN_NAME>\]<WINDOWS_NAME>

DOMAIN_NAME is the domain that the Windows user belongs to (optional).
WINDOWS_NAME is the account name of the Windows user.

If you wish to set the default mapping to nobody (i.e. denying the request), type two double
quotes (empty string) as follows:

oan

options wafl.default_nt_user

Copyright © 2000-2018 NTP Software 10



General Form

Generally, the mapping entry looks as follows in the mapping file:

[<DOMAIN_NAME>\]<WINDOWS_NAME> <MAPPING_DIRECTION>
<UNIX_NAME>

DOMAIN_NAME is the domain that the Windows user belongs to (optional).
WINDOWS NAME is the account name of the Windows  user.
UNIX_NAME 5 the name of the Unix user.
MAPPING_DIRECTION is either ==, => or <=, for bidirectional mapping, left-to-right
mapping and right-to-left mapping respectively.

Example: Assume we have a Unix user with the name unixClient, and we want to map this
Unix user to the Windows user windowsUser whose account belongs to the myDomain
domain. The mapping entry should look as follows:

myDomain\windowsUser == unixClient

(Please refer to your Network Appliance™ documentation for more instructions.)

Mapping Directions

There are three mapping operators that can be used per mapping entry to define the
mapping direction:

e Bidirectional Mapping (==): maps the Unix user to the Windows user, and vice versa.
e Left-to-right Mapping (=>): maps the Windows user to the Unix user.

e Right-to-left Mapping (<=): maps the Unix user to the Windows user.

Note: NTP Software QFS® is not concerned with the mapping from Windows user
to Unix users. Hence, the usage of left-to-right mapping direction (=>) is not
needed in the mapping mechanism.
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Wildcards and Symbol Conventions

The asterisk (*) is considered as a wildcard character, meaning any user. If the source
contains a wildcard, this means any user will be mapped to the destination. Note that Data
ONTAP® does not map explicit sources to destinations with wildcards. However, if both
the source and the destination contain wildcards, the mapping is fine. The wildcard can be
used in place of any of the DOMAIN_NAME, WINDOWS_ACCOUNT_NAME and
UNIX_NAME with respect to the previous note.

(132

The null string (“”) is used to specify nobody, where the mapping matches no name and
rejects the user. It can be used with the asterisk as well. Examples:

# maps any user belonging to the myDomain domain to the Unix user unixClient:
myDomain\* => unixClient

# maps any user with the name windowsUser belonging to any domain to the Unix user
unixClient:
*\windowsUser => unixClient

# maps any Unix user to the Windows User myDomain\windowsUser:
myDomain\windowsUser <= *

# maps any user belonging to the myDomain domain to nobody
myDomain\* =>

# maps any user with the name windowsUser belonging to any domain to nobody:
*\windowsUser =>

|
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Mounting NFS Exports on Unix Clients
NFS exports are similar to CIFS shares. To access any of your NFS exports from a Unix

client machine, the export should be mounted first (refer to the “ Support” section). To do
that, follow the next steps:

1. Open a terminal window on your Unix client machine, and type the following
commands:

sudo mkdir /mnt/<mount_dir>
sudo mount —t nfs4 <filer_ip_address>:<path> /mnt/<mount_dir>

Where <mount_dir> is the name of your choice to mount the filer’s path on,
<filer_ip_address> is the address to the filer, and <path> it the actual path to the
volume, gtree or folder you wish to mount.

Example: The following commands will create a directory with the name myfiler and
mount the path /vol/vol0/home on the filer at the IP address 10.0.0.10 to it:

sudo mkdir /mnt/myfiler
sudo mount —t nfs4 10.0.0.10:/vol/vol0/home /mnt/myfiler

2. If the process was successful, you should access the path stated on the filer using the
following command:

cd /mnt/<mount_dir>

Example: Continuing the previous example, the path on the filer could be accessed
using the following command:

cd /mnt/myfiler
To dismount the path, use the following command:

sudo umount /mnt/<mount_dir>

IMPORTANT: If you want to use NFSv3 protocol instead of NFSv4 protocol, just
use nfs instead of nfs4 in step 1 above.
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Requirements

NTP Software QFS components must meet the following minimum requirements.

NTP Software QFS for NAS, NetApp Edition Server
Requirements

NTP Software QFS for NAS is installed on a server in your environment. The hardware
must be suitable for our software operation, and our requirements are the minimum
necessary. If your server is also hosting antivirus or other programs, your environment’s
requirements may be greater than those in the following list:

Hardware Specification

The following hardware components are the minimum requirements to support NTP
Software QFS for NAS, NetApp Edition. If the NTP Software QFS for NAS server is also
hosting antivirus or other programs, the requirements may be greater than those in the

following list:
e 1GHzCPU
e 1GBRAM

e 150 MB free disk space
e Network interface card

Software Specification

e Windows Server® 2008 or later

e WoW 64

|
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NetApp Filer Requirements

The NetApp Filer to which NTP Software QFS for NAS, NetApp Edition will be connected
requires the following:

e Data ONTAP v. 6.5 or later (excluding versions7.1.x). If the QFS license key supports
NFS, the managed Filer ONTAP version need to be 7.3 or newer. If QFS is running on
Windows Server 2008 or newer, it is recommended to upgrade to ONTAP version 7.3.3
or newer.

e NTP Software QFS for NAS, NetApp Edition requires the Cluster mode NetApp Filer to
run Data ONTAP version 8.2 or later.

e Network interface card

NOTE: It is strongly recommended that two network adapters be installed in both
the Filer and Windows server. The connection between the server and Filer should
be a dedicated connection (i.e., separate from the public network connection).
Using a single network adapter will greatly increase the time required to process
data, and may cause excessive delays in the environment.
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Network Configuration

NTP Software QFS for NAS, NetApp Edition Installation
Best Practice

QFS Messaging
Dedicated Gigabit Switch traffic only Switch - To Public
Network

Filer Traffic ONLY

\

Traffic here only
To/From Filer

Client requests for

data, no Connector
Traffic here traffic here
only To/From

Connector

Client workstation

Client workstation

10.10.1.6

Client workstation

Legend
— Dedicated network

— PubIC Network

IMPORTANT: One network connection on the NTP Software QFS machine should
be configured as a dedicated and direct connection between the Windows host
and the NetApp Filer.
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Installation

Prior to installing NTP Software QFS for NAS, NetApp Edition, NTP Software recommends
verifying that the installation server meets the requirements listed in the Requirements
section of this document.

Installing NTP Software Smart Policy Manager™

1. Logon to your server by using an account with administrator privileges.

2. Run the NTP Software QFS installer. If NTP Software Smart Policy Manager™ is not
installed, the following installer will launch automatically.

NTP Software @"““
QFS for NAS

NetApp® Edition

Copyright @ 2000 - 2015 by NTP Software®. All right resenved.

This program is protected by US and international copyright laws as described in the About
box. All trademars and registered trademarks are the property of their respective owners.
United States and other patents pending.

If NTP Software Smart Policy Manager is installed, you can skip to the section on
Installing NTP Software QFS for NAS, NetApp Edition.
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3. When prompted to install NTP Software Smart Policy Manager, click the Yes button.

Queston =

MTP Software Smart Policy Manager is not installed on your
gystem. You need it to run this application.

If you do not install Smart Policy Manager the setup will exit,
Do you want to install Smart Policy Manager at this time?

|
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4. The NTP Software Smart Policy Manager Installation Wizard opens. Click Next to
begin the installation.

NTP Software Smart Policy Manager Setup Wizard 5[

Welcome to the HTP Software Installation
Wizard for Smart Policy Manager

The Installation Wizard will install Smart Palicy Manaager an
your computer. Click nest to continue.

are

< Back

Cancel |

|
Copyright © 2000-2018 NTP Software 19



5. In the License Agreement dialog box, read the end-user license agreement. If you
agree to the terms, click I accept the terms of the license agreement and then click
Next. If you do not accept the terms, click Cancel to exit the installation.

NTP Software Smart Policy Manager Setup Wizard ﬂ

License Agreement
Pleaze read the following license agreement carefully. T ®
OREWAYE

MTF Software Smart Policy kM anager(T k] End-Uszer Licenze ﬂ

By uging or copying the accompanying zoftware pou are indicating pour acceptance of the
terms of this icense. |f pou do not agree to the terms of thiz license, pleasze retum the
product IMOPEMED to your place of purchase for a full refund.

GRAMT OF LICEMSE. MTP Software grants you the right to uge Smart Policy b anager
["PRODUCT"] an one computer, zalely for yaur ar pour compaty's own intemal uze. In
addition to the zpecified quantity of copies, you may make one [1] additional copy az a
backup to the onginal. Howewer, you may not cauze the software to execute or be loaded
inta the active memaony of more computers than the above-zpecified quantity at any one

time. In addition the PRODUCT iz icensed salely for the management of local storage ;I

' | accept the terms of the license agreement

™ | do not accept the terms of the licenze agreement

[rztalls hield

< Back | et > I Cancel
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6. In the Choose Destination Location dialog box, click Browse to choose the location
where you want to install NTP Software Smart Policy Manager, and then click Next.

NTP Software Smart Policy Manager Setup Wizard 5[

Choose Destination Location _I_
Select falder where setup will inztall files. 3
" Eogwmeﬁ

Setup will install HTF S oftware Smart Policy Manager in the following folder.

T o ingtall to thiz folder, click Mest. Toinstall to a different folder, click Browse and zelect

another folder.
D estination Folder
|VI::"-.P'r|:|gram FilezhSmart Policy Manager Browse... |
[rztall= hield

< Back, Cancel
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7. Inthe Select Features dialog box, select the components you want to install, and then
click Next.

NTP Software Smart Policy Manager Setup Wizard 5[

Select Features _I_
Select the features setup will inztall. 3
: Epgwme@

Select the featurez you want to install, and dezelect the features you do not want to inztall,

— Description

Selecting this option will inztall
all af the camponents required
for the Smart Policy kM anager
zervice. | he zervice
inztallation will autarnatically
inztall the client components.

4.48 MB of zpace required on the C dive
1803204 MB of space available on the C dive
| retallS kield

< Back, | Hest » I Cancel
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8. In the Service Account dialog box, when prompted for a Windows domain user
account to run the NTP Software Smart Policy Manager service, enter the username
and password for a domain user account with administrative rights on the local
machine. Click Next.

NTP Software Smart Policy Manager Setup Wizard 5[

Service Account: _I_
Eaﬁwme@

Enter the zservice account the Smart Policy Manager service iz to run under.

Service I.-’-'-.dministratn:-r

Password: I teseRee

Canfirmm: I [TITIITT]

[rztalls hield

< Back | Hest > I Cancel
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9. Inthe Smart Policy Manager Database Location dialog box, enter the directory name
where you want to install the NTP Software Smart Policy Manager database, or just
accept the default location. Click Next.

NTP Software Smart Policy Manager Setup Wizard ﬂ

Smart Policy Manager Database Location _I_
=11

T o install to this folder, click Mest. Taoinstall b0 a different folder, click Browse and select
another folder.

Setup will install the Smart Policy M anager databaze in the following folder.

Destination Folder
|VE:'\P'r|:|gram Fileg\Srnart Policy Managertdata store Browse... |
ImztallEhield

Cancel |
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10. In the Setup Type dialog box, select the NTP Software Smart Policy Manager
installation type for your environment. If installing to a new environment with no prior
NTP Software Smart Policy Manager installations, click Next. If installing in an
environment where NTP Software Smart Policy Manager is already running, choose
Adding to an enterprise installation and click Next.

NTP Software Smart Policy Manager Setup Wizard ﬂ

Setup Type _I_
Select the zetup type that best zuits your needs. 3
e Y gﬂgﬂ'ﬂ}‘f #

Choosze the type of Smart Policy M anager installation you are doing.

% Firzt time installation in the enterprise

i~ Adding to an enterprize installation

[rztalls hield

< Back | Hest > I Cancel
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11.In the Smart Policy Manager Initial Setup Parameters dialog box, provide NTP
Software Smart Policy Manager with a name for your organization and a location
name for this NTP Software Smart Policy Manager instance, or accept the default

settings. Click Next.
x

Smart Policy Manager Initial S5etup Parameters _I_
Eagwme@

Enter the initial organization and location names.

O rganizatiar: by Organiza

Lacatiar: hy Site

[rztalls hield

< Back | et > I Cancel

Copyright © 2000-2018 NTP Software 26



12. In the Start Copying Files dialog box, review your configuration information. Click
Back to make any changes; otherwise, click Next to begin copying the files.

NTP Software Smart Policy Manager Setup Wizard 5[

Start Copying Files _I_
Review settings befare copying files. 3
totes o NP,

Setup haz enough infarmation to start copying the program files. [F you want bo review or
change any zettingz, click Back. [F you are zatizfied with the zettings, click Mest to beagin
copring filez.

Current Settings:

Destination Path: -
C:%Proagram FilezhSmart Palicy Manager

Smart Policy Manager databaze directony:
C:%Program FilezhSmart Policy Managertdata store

Components to install:
Smart Paolicy Manager Service
Smart Policy Manager Administration Tool

i o

[rztall= hield

< Back | MHest = I Cancel |

|
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13. If you want to view the NTP Software Smart Policy Manager readme file, check the
Yes, | want to view the readme file checkbox, and then click Finish.

NTP Software Smart Policy Manager Setup Wizard 5[

MTP Software Installation Wizard for Smart Policy
Manager Complete

The Installation Wizard has successfully installed Smart Policy
tanager. Click Finizh to exit the wizard.

v ez, | want to view the readme file.

are

< Back | Finizh I Lancel

|
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Installing NTP Software QFS for NAS

1. When the NTP Software QFS for NAS setup wizard opens, click Next to begin the
installation.

NTP Software QFS for NAS |

Welcome to the NTP Software Installation
Wizard for QF5 for HAS

The Installation Wwizard will install QFS for MAS on wour
computer. Click next bo continue.

are®

< Back

Caricel |

|
Copyright © 2000-2018 NTP Software 29



2. Read the end-user license agreement. If you agree to the terms, click I accept the
terms of the license agreement and then click Next. If you do not accept the terms,
click Cancel to exit the installation.

NTP Software QFS for NAS
Licensze Agreement _I_
Fleaze read the following license agreement carefully, ®
gicese o : NIE e
MTP Software OFS for MASE -
End Uzer License

By uzing or copying the accompanying software you are indicating your acceptance of the
termz of thiz icensze. IF you do not agree o the terms of thiz icenze, pleasze return the
product UMOPEMED to vour place of purchaze for a full refund.

GRAMT OF LICEMSE. MTF Software grants you the night to use MTF Software GFS for
MAS ["the PRODUCT "] to manage the nurmber af MAS systems for which vou have paid a
licenze fee, provided the uze iz zalely for your perzonal or vour company®s own internal

uze. MTP Software grantz pou the rightz ta wn the Windows connectar companents of
MTP Software QFS for HAS on one or more Windows spstems, up to the number of HAS LI

¥ | accept the terms of the icenze agreement

™ | do not accept the terms of the license agreement

[ ratallShield

< Back | M et > I Cancel

|
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3. Choose the location where you want to install NTP Software QFS and then click Next.

NTP Software QFS for NAS

Choose Destination Location T
Select falder where setup will inztall files. .
i Ené?mm*

Setup will install AFS for HAS in the following folder,

T o inztall ta this folder, click Mest. Taoinstall to a different folder, click Browse and select
another folder.

C:AProgram FilezshM TPSoftware QFS for MAS Browsze... |

[Ftalls hield

|' Destination Folder

< Back | MHest = I Cancel |

|
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4. Select the components to be installed on the local machine. The Admin component
allows administration of the NTP Software QFS service. The NAS Connector
component is required if this machine will need to communicate with a Filer for quota
management purposes.

NTP Software QFS for NAS

Select Features
Select the features zetup will install T
Deliare

Select the features you want ta install, and deselect the features vou do not want ta install.

@

— Deszcription

Selecting this option will inztall
all af the camponetts required
ko run the MTP Software GFS
admimztrative clent. 1F you
chooge not to inztall these
compaonents vau may sl inztal
the HTP Software GQFS
zervice, but yau will nat be
ahle to configure it from Hhis
machine.

16.36 MEB of zpace required on the C drive
16586.14 MBE of space avallable on the C drive
[rztallShigld

¢ Back | Mest » I Cancel

|
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5. Provide your company name, the serial number for NTP Software QFS, and the serial
number for the NAS Connector. Click Next.

NTP Software QFS for NAS |

Uszer Information T
Enter wavr registration information. &
NP e

Fleaze enter the name of the company for whom pou work, and select whether pou want
b inztall an evaluation wverzion or the production versian.

Company Mame: Company Mame

™ Install Evaluation Yersion

*  |nztall Produchion Yersion
[IFS Sernial Humber: IDFS SERIAL MUMBER

MAS Connector Senal Humber: |Nf—‘-.5 COMMECTOR SERIAL NUMEBER|

[ Ftalls hield

< Back | MHest = I Cancel

|
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6. Specify the account type to be used. Click Next.

NTP Software QFS for NAS |
Account Type

Pleaze specify the type of account ba uze. T &
AEEare

The Quota & File Sentinel zervice can run az a specified account or the built-in spztem
account.

{* Specify an account to uze.

= Usze the built-in system account,  The following features are dizabled:

- Active Directory/LDAP email addrezs lookups.
- Uzer account laokups across multiple domains.

[ Ftalls hield

Cancel |

|
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7. On specifying an account, enter a username with local administrative privileges. This
account will be used to log on to and enforce quotas. Click Next.

NTP Software QFS for NAS

T vee

Service Account

Enter the Service account QFS for MAS iz to run under.

Service I.-’-‘-.u:lministratu:ur

Password: I“““’“‘

Canifirri: I““"i
IrstallShield

< Back | Hest = I Cancel
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8. Specify an installation directory. Click Next.

NTP Software QFS for NAS |

Select Program Folder _I_
Pleaze zelect a pragran folder. 3
s NP e

Setup will add program iconz to the Program Folder listed below. ou may twpe a new folder
hame, or zelect ane fram the exizting folders lizt, Click Mest to continue.

Program Folder:

MTF Software QFS for MAS

E isting Folders:

Microzaft SOL Server ;I
Microzoft SOL Server - Switch

Microzaft SOL Server 2005

kizrozaft Wizual Sourcesafe

Mizrozoft Wisual Studio 2005 J
Microzaft Wisual Studio 5.0

kicrozaft Windows SDE w61

MHotepad++

HTP Software QFS for MAS

[rztalls hield

< Back | Hest » I Cancel
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9. Review your components and NAS connector information. Click Back to make any
changes; otherwise, click Next to begin copying the files.

NTP Software QFS for NAS

Start Copying Files

Rewview settings before copying files. T &
? e gnﬁmﬂpf

Setup has enough information to start copying the program files. 1F pou want bo resiew o
change any settings, click Back. [f vou are satizfied with the settings, click Mest to beain
copying files.

Current Settings:

D estination Path: -
C:%Program Filez\WTPS aftwarehGFS for MAS

Companents ta install
[uata & File Sentinel Service
[unta & File Sentinel Administration T ool
[uata & File Sentinel MAS Connectar

Start kMenu Folder:

MTP Software OFS for MAS _ILI
ﬂ 3

[ rztallS hield
Cancel |

< Back

|
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10. Click the Validate button to validate the Firewall Settings and Everyone group
includes anonymous users pre-requisites. If you are sure that the prerequisite setting
is met, you may click Next without running the validation.

NTP Software QFS for NAS |

,@I{E: ware®

LIFS for MAS, Hettpp Edition reguires the folloving pre-requisite. |t iz recommended that thiz
pre-requizite be validated before continuing with the inztallation.

Pre-requisite validation

Click the "% alidate" button below to initiate walidation. IF you are zure that the pre-requizite i= met,
wau may click the “Hest" butkan without validating.

2 Firewall Settings.

o .
?  Ewvemone group includes anonymous users

W alidate |

|mztallEhield

Canicel |

NOTES e You can click the Next button without clicking the Validate button
and thereby skipping the validation of the pre-requisites.

e [f the Validate button is not clicked before clicking the Next button,
a Yes/No warning message box will be displayed asking you either to
proceed with the installation without validation or not. You are
prompted to choose either Yes or No as follows:

If Yes is clicked, you will be allowed to proceed to the next installer
step.

If No is clicked, you will be returned to the same installer step.
e [f the Validate button is clicked, the pre-requisites will be validated

11. If you do not want to view the NTP Software QFS for NAS readme file, clear the Yes, |
want to view the readme file checkbox. When you click Finish, the NTP Software QFS
for NAS, NetApp Edition configuration wizard will open.

|
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NTP Software QFS for NAS

MTP Software Installation Wizard for QF5 for HAS
Complete

The Installation Wizard has successfully installed QFS for MAS.
Chck Finigh to exit the wizard.

W “es, | want to view the readme file!

are®

¢ Back | Finizh I Caticel
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Using the NTP Software QFS for NAS Configuration
Wizard

1. Click Start > All Programs > NTP Software QFS for NAS > NTP Software QFS for NAS
Configuration Wizard.

2. Click the View Pre-Wizard Checklist button and gather the required information
before continuing. Click Next.

x4
%ﬂﬁmme@

To complete the installation of your GFS for NAS product we will require information about your MAS
device, Email Natiffication System, and identity mapping directary.

Please make sure you know all of the answers of the below Configuration Chechklist before continuing an
this wizard.

View Pre-Wizard Checldist

Medt = Firizh Cancel
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3. Choose the Filer ONTAP mode; click either 7Z-mode or cluster-mode. Click Next.

QFS For NAS Configuration Wizard x|

Bl Eearer

Choaose Filer ONTAP Mode

Supported Devices

" 7 Mode
™ Clusker Mode

[ext = Finish Cancel
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4. For 7-mode filers, enter the name of your Filer or vFiler in the first text box. If you're
using a vFiler, enter the name of the hosting Filer in the second text box.

QF% For NAS Configuration Wizard |

E‘!Epmyfﬁ

The QF5 connectar will need information about wour Filer to be able to manage it resources.

— Filer Infarmation

Methios name aof your Filer ar wFiler: |?33-ng-filed

If the abowe iz a wFiler please enter the hosting Filers name below:

Methios name of pour hosting Filer: I

< Back I et » Finizh Cancel
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5. For cluster-mode filers, enter the name of your CIFS server, cluster IP address, user
name and password for account on the cluster that has permission to execute some
ONTAPI APIs required by QFS. For more details about that user account, please read
the Appendix section about “Assign Permissions to User Account to Execute cDOT

APIs”. Click Next.

NTP Software QFS Wizard |
,@n g: ware®

Enter the information used to manage the Metapp CIFS server

CIFS Setver Mame: I |

—Metdpp Cluster Data
IP Address I

User Name I

Password I

Confirrm I

< Back I Mexk = Fimish Zancel
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6. If you do not want to send email notifications to users when a quota status changes,
clear the Yes! We do want email notifications enabled checkbox. Select which email

system your environment uses. Click Next.

x
%]:!—Emnm@

if you plan on notifying your users via email of quota thresholds they cross, file removal events, or file
regtriction violations we will need information about your email system.

¥ Yes! We do wart email notfications enabled:

Email System Information
¥ Exchange 2000 or greater
" Other (Lotus Notes, Send Mail, etc)

< Back Med = Firizh Cancel
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7. Enter the name of your Active Directory server. (Optional: Enter a second server, if
desired.) Click the Test Active Directory Lookup button and test at least one email
address to verify connectivity. Then click Next.

Exchange 2000 or Greater Setup (Optional) 5[
%ﬂgé)mmeﬁ

When a user crosses a threshold on a guota policy or violates a file restriction policy we will need to find
that user email address. We can use your existing Active Directory to get the needed information.
Please provide the information below:

— Active Directony Settings

Primany Active Directory Server: IPl'il'l'lElf‘.-’ Server Port: |359

Secondary Active Directory Server: ISECDHC‘H'.-’ Server Port: |355'

Test Active Directory Lookup... |

< Back Med = Finish Cancel
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8. Enter the SMTP gateway, the SMTP domain, and the email address to use for
notifications. If your SMTP server requires authentication, enter the required
username, domain, password and confirm password to be used to authenticate with
your SMTP server. Click Test Mail Settings to verify that the information is correct.

Then click Finish.

x
11 A

QFS will send email ukilizing wour awn mail server, Please supply the below needed information about
vour email gatewary,

—Email System Information

SMTP Gateway Address: I smtp. mydomain. con

SMTP Domain (Example: ntpsoftware, com; Imydnmain.cnm

Feeply Email &ddress For Motifications: I reply@rmydomain, com

—v My server requires authentication

zername: I Jsername
User Domain: I rrvydarmain, com
Password: I sk ook seebek
Confirrn Password: I Atttk bk
Tesk Mail Settings. .. Skatus: Mok sent yet

Cancel |

< Back |
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Adding the Filer to NTP Software QFS for NAS Admin

Before you can use NTP Software QFS for NAS, the Filer must be added to the NTP
Software Smart Policy Manager hierarchy. Follow these steps to add the Filer:

1. Click Start > All Programs > NTP Software QFS for NAS > NTP Software QFS for NAS
Admin.

2. Inthe hierarchy presented, expand the location name you entered earlier. The default

location is My Site. Your Filer is listed in the right pane, below the server on which NTP
Software QFS is installed.

NTP Software Smart Policy Manager {TM)

M=l 3
File Edit Yew Options Help
G & B XE %
=4k My Organization Mame  © | Tvpe | Skakus | Description | Created | Maodified |
- B Quata & File Sentine! & RasHAD-DEY Server fvailable 6/9/13 23:35:55  6/9(13 23:35:59
Bl & [3Brashiadnas Filer fvailable &12/13 135105 §/12/13 13:51:05
RASHAD-DEY

@E Rashadias
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In the left pane, expand the server on which NTP Software QFS is installed and right-
click Quota & File Sentinel. From the pop-up menu, choose Properties.

¥ Quota & File Sentinel

File Edit Wiew Options Tools  Help
=4 My Organization Component -/ |
- Quota & File Sentinel 3 Disk Quata Palicies
E@ My Site 8E: File Contral Policies
E‘*E- RASHAD-DEY : = File Managsment Palicies
i MTP Software Smart Policy Manager IEI Server Directaries
o 1) P
= - % Server Shares
=1 J8 rashadhlas Delete

C-EE Quata s File  Rename

- Disk Qu
; File Cor _

E File Management Policies
[ Filer Directories

% Filer Shares
s Skatus

Display properties for the selected object,

RASHAD-DEY (localHost) | |MUM &

|
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4. Click the NAS Connector tab. Your Filer should be listed; if it is not, click Add.

MTP Software QFS®E Configuration |

E mail Configuration I SMHIP Configuration I Event Optionz |
Mizc. Optionz I Dazhboard Configuration I Secuirity MAS Connector

Fleaze enter the MAS devices to be managed by the MAS Connector.

Filer, wFiler or CIFS Server | Hoszt Filer or Clugter D ata
Fazhad as

Edit Eemove

Frohibited File Dizpozition
% Quarantine

Mate: The zhare QFSHuaranting or QFSHuar must exist on each
managed machineg in arder far Quaranting boowork properly.

" Delete

[ Enable File Blocking Fecovery

0k, Cancel Amply Help

|
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5. Choose Filer ONTAP mode; click 7-mode or cluster-mode. Click Next.

Choose Filer DNTAP Mode |

Filer OMTAP Mode
& i Mode

..............

™ Cluster Mode

k. I Cancel

6. For 7-mode filers, enter the name of your Filer or vFiler. If you're using a vFiler, select
the "This is a NAS vFiler" checkbox, then enter the Hosting NAS Filer name. Click OK.

Add or Edit an Item E3

Etter the name of the k&S Filer or vFiler to contral:

fi
[~ Thisis a NAS vFilsr.
Huosting MAS Filer |

Ok I Cancel

|
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7. For cluster-mode filers, enter the name of your CIFS server, , cluster IP address, user
name and password for account on the cluster that has permission to execute some
ONTAPI APIs required by QFS. For more details about that user account, please read
the Appendix section about “Assign Permissions to User Account to Execute cDOT

APIs”. Click Next.

Add or Edit CIFS Server | x| |

Enter the information uzed ta manage the Netdpp
Cluster CIFS server

CIFS Server Mame ||

— Metipp Cluzter D ata
MHetbpp Cluzter [P

Ilzer Mame

Paszwiord

Confirm

k. I Cancel
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8. To configure the NAS device status refresh rate, click the Misc. Options tab in the

Quota and File Sentinel properties dialog. The default refresh rate is 30 seconds while
the minimum rate is 10 seconds and the maximum rate is 3600 seconds.

NOTE: The refresh rate can be inherited from the global “

Quota and File Sentinel”
node in QFS hierarchy.

NTP Software QFS (R} Configuration 5[

E mail Configuration I SMHMP Configuration I Event Dptians
Misc. Dptions Dashboard Configuration I Security I MA&S Connector

— % Inherit Daily E mail B eminder Properties

Daily reminder time; | 20000 AR =

b aximnum number of reminders: =
[0 - dao nat zend reminderz)

—I Inherit Directory Connectar Properties

) Wze Active Directon Connecton o relieve emal addiesses
) Wze LDAP Connestan o retrieve email addresses

% Append|the SH TR D omain to form email addresses

Erimnary Host: Secondary Host: [LEnes 2 b il MEmmes
I I Imail
LLveE Eart: LOneE Fart: LLEneR Eilter W anme;
I 384 I 289 uid

— Inherit Turing Properties
% Lo |mpact Sizing

) High Impact Sizing

— Inherit MAS Device Status Properties

M&S Device Statuz Refresh Rate I 20_,3 Sec.
Help |

ok Cancel |
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Verifying Registration with the Filer

To verify that the 7-mode Filer has been associated with NTP Software QFS, follow these
steps:

1. Logonto the Filer.
2. Run fpolicy to view fpolicy settings.

Your Filer and the associated policies should be displayed.

File policy NTIPSoftware_ QFS (file screening) is enabled.

File screen servers
““RASHAD-DEU Pri Az:18:54

Operations monitored:
File open,File create,File rename,File close,File delete
irectory rename,Directory delete

Above operations are monitored for CIFS only

List of extensions to screen:
%%

List of extensions not to screen:
Extensions-not-to-screen list is empty.

To verify that the cluster-mode Filer has been associated with NTP Software QFS, follow
these steps:

1. Logon to the Filer.

2. Run fpolicy show-engine —vserver <vserver name of your managed CIFS server> to
view fpolicy settings.

The vserver name of your CIFS server and the associated policies should be displayed
with Server Status appears as connected.

connectec primary
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Appendix:

Enabling Data ONTAP fPolicy Management Service
A. In 7-Mode

Perform the following steps to enable the Data ONTAP fpolicy management service:
1. Logon to the NetApp Filer with an account that has administrative privileges.
2. At the prompt, enter the following command:
fpolicy create NTPSoftware_QFS screen
3. Enter the following command:
fpolicy enable NTPSoftware_QFS
4. To verify that CIFS file policies are now enabled, enter the following command:
fpolicy

These steps create the configuration that allows NTP Software QFS to register with and
manage your Filer. They must be completed before you try to configure NTP Software
QFS. Later in this document, we will register a file policy server with the Filer. No further
Filer administration is required.

|
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B. In Cluster Mode

Perform the following steps to enable the Data ONTAP fpolicy management service:
1. Logon to the NetApp server with an account that has administrative privileges.
2. Atthe prompt, enter the following commands:

fpolicy policy event create -vserver <vserver name> -event-name
NTPSoftware_QFSEVT -protocol cifs -file-operations close, create, create_dir,
rename, rename_dir, delete, delete_dir, read, write, open

fpolicy policy external-engine create -vserver <vserver name> -engine-name
NTPSoftware_QFSENG -primary-servers <QFS connector machine IP addresses
separated by comma> -port <unused dynamic port number> -extern-engine-type
synchronous -ssl-option no-auth

fpolicy policy create -vserver <vserver name> -policy-name NTPSoftware_QFS -events
NTPSoftware_QFSEVT -engine NTPSoftware_QFSENG -is-mandatory false -allow-
privileged-access yes -privileged-user-name <QFS connector service domain user
account, in the format NetBiosName\UserName>

fpolicy policy scope create -vserver <vserver name> -policy-name NTPSoftware_QFS
-shares-to-include "*" -volumes-to-include "*"

fpolicy enable -vserver <vserver name> -policy-name NTPSoftware_QFS -sequence-
number <unused sequence number>

3. To verify that CIFS file policies are now enabled, enter the following command:

fpolicy show -vserver <vserver name>

NOTES:

e QFS will create and enable fpolicy automatically for the managed CIFS Server on
the cluster-mode Filer using default sequence number 1. Since sequence
number cannot duplicate.

e QFS will fail to enable fpolicy on cluster-mode Filer if the sequence number is
used by another fpolicy on the same VServer.

e QFS will create a registry value named “<CifsServerName>_FPolicySeqNum”
inside the connector registry key, with default value 1. If QFS failed to enable
fpolicy due to a redundant sequence number, then the user can configure this
registry value to any unused sequence number, and run the Diagnose process
on the managed CIFS server from QFS Admin (on the CIFS server Status node).

e The Diagnose process will try to enable the fpolicy automatically using the new
sequence number configured in registry.

|
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Assign Permissions to User Account to Execute cDOT APIs

In order to manage CIFS server on a cDOT filer, you need to provide user name and
password for a Unix user on the cDOT filer with specific permissions. The following steps
show how to create a Unix user on the cDOT filer, and how to assign this user account the
required permissions to manage CIFS servers on that cDOT filer:

1. Create Unix user on the cDOT filer:

® unix-user create -vserver <vserver name> -user <user name> -id <user id> -
primary-gid <primary group id> -full-name <user full name>

2. Create the required role that contains the required permissions:

Note: The role name specified in all of the following commands must be the same, in
order to assign this one role at the end to the Unix user you just created by the
command above.

e security login role create -role <role name> -cmddirname "network interface
show" -access readonly -query ""

e security login role create -role <role name> -cmddirname "version" -access
readonly -query ""

e security login role create -role <role name> -cmddirname "volume show" -access
readonly -query ""

e security login role create -role <role name> -cmddirname "vserver show" -access
readonly -query ""

e security login role create -role <role name> -cmddirname "vserver cifs show" -
access readonly -query ""

e security login role create -role <role name> -cmddirname "vserver fpolicy policy"
-access all -query ""

e security login role create -role <role name> -cmddirname "vserver fpolicy show-
engine" -access readonly -query ""

e security login role create -role <role name> -cmddirname "vserver fpolicy show" -
access readonly -query ""

e security login role create -role <role name> -cmddirname "vserver fpolicy enable"
-access all -query ""

e security login role create -role <role name> -cmddirname "vserver fpolicy disable"
-access all -query ""

e security login role create -role <role name> -cmddirname "vserver fpolicy engine-
connect" -access all -query ""

e security login role create -role <role name> -cmddirname "vserver name-
mapping" -access all -query ""
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e security login role create -role <role name> -cmddirname "vserver services unix-
user show" -access readonly -query ""

3. Assign the role you created in step #2 to the user you created in step #1:

e security login create -username <user name> -application ontapi -authmethod
password -role <role name>

Note: When you execute the command above, the filer will ask you to enter, and
confirm, a password for that user. The password you enter here will be used along
with the user name in QFS Admin/Wizard Ul, when you are adding the CIFS server to
be managed by QFS.
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About NTP Software

NTP Software is the leading worldwide provider of software solutions for controlling file
data across a global infrastructure or at a single site with individual systems. NTP Software
delivers a single solution across the entire data storage environment all the way down to
the individual user and supports most popular file data storage models and brands. NTP
Software products reduce the cost and complexity associated with the exponential
growth of unstructured data. NTP Software has been chosen to control file data for the
majority of Fortune 1000 companies and thousands of customers in private and public
sectors by providing leadership through superior products, services, and experience.

NTP Software Professional Services

NTP Software’s Professional Services offers consulting, training, and design services to
help customers with their storage management challenges. We have helped hundreds of
customers to implement cost-effective solutions for managing their storage
environments. Our services range from a simple assessment to in-depth financial
analyses.

For further assistance in creating the most cost-effective Storage Management
Infrastructure, please contact your NTP Software Representative at 603-622-4400.
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The information contained in this document is believed to be accurate as of the date of
publication. Because NTP Software must constantly respond to changing market
conditions, what is here should not be interpreted as a commitment on the part of NTP
Software, and NTP Software cannot guarantee the accuracy of any information presented
after the date of publication.

This installation guide is for informational purposes only. NTP SOFTWARE MAKES NO
WARRANTIES, EXPRESS OR IMPLIED, IN THIS DOCUMENT.

NTP Software and other marks are either registered trademarks or trademarks of NTP
Software in the United States and/or other countries. Other product and company names
mentioned herein may be the trademarks of their respective owners.

NTP Software products and technologies described in this document may be protected
by United States and/or international patents.

NTP Software
119 Drum Hill Road #383
Chelmsford, MA 01824
Phone: 1-603-622-4400

E-mail: info@ntpsoftware.com

Web Site: http://www.ntpsoftware.com

Copyright © 2018 NTP Software. All rights reserved. All trademarks and registered
trademarks are the property of their respective owners. Doc#5014EF

|
Copyright © 2000-2018 NTP Software 59


mailto:info@ntpsoftware.com
http://www.ntpsoftware.com/

